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What is historical lexicography?

Source: https://oed.hertford.ox.ac.uk/oed-editions/oed-online/ 

https://oed.hertford.ox.ac.uk/oed-editions/oed-online/


Irish language lexicography

● Virtually all dictionaries are bilingual English-Irish or Irish-English
● New English-Irish dictionary published 2020, print and online (previous 1957)
● New Irish-English dictionary hopefully by 2030 (current 1977)
● No full-scale monolingual dictionary
● No etymological dictionary
● No historical dictionary



Foclóir Stairiúil na Gaeilge (Historical Dictionary of Irish)

● Project of the Royal Irish Academy in Dublin
● Partial funding from the Department of the Gaeltacht in Ireland
● Intended to cover the period 1600–2000 (“modern Irish”)
● Project has existed since the 1970s



How are dictionaries compiled?





Irish corpora: corpas.ria.ie and corpas.ie



NLP tools: “One-click” dictionaries?

● Start with annotated corpus; minimally with headwords + POS, ideally parsed
● Produce headword list (frequency, language ID, noise filtering)
● For a given headword, we want to identify all senses and subsenses
● Fundamentally this is a (hierarchical) clustering problem
● Long-standing and challenging problem in NLP: “word sense induction”
● Sketch Engine implements clustering on contextual sentence embeddings
● GDEX algorithm for selecting example sentences (Kilgarriff et al 2008)
● Lots of post-editing needed! Splitting/lumping, crafting definitions etc.



Lexicographers 🩷 recall

● If we think of corpus query software as a search engine, recall is critical!
● Especially for historical dictionaries: aim to include each sense of each word
● Better to sift through false positives than potentially miss a word/sense/citation





Word Sketches use Dependency Parsing

Figure 4 in Lynn, Teresa and Foster, Jennifer (2016) Universal dependencies for Irish. In: Second 
Celtic Language Technology Workshop. (CLTW 2016), 4 July 2016, Paris, France.



Standard Irish

● Official standard introduced in the 1940’s and 1950’s
● Significant simplifications to spelling and grammar
● Taggers and parsers we have were developed for the standard language
● These perform poorly for pre-standard texts
● Major challenge for the historical dictionary
● http://corpas.ria.ie/  has 3000 texts published between 1600 and 1926

http://corpas.ria.ie/


Standardization

● I developed a tool for standardizing Irish texts, c. 2007
● Shallow statistical MT approach; does no annotation of pre-standard text 







Traditional processing pipeline

● Run an older text through the standardizer, outputs word-level alignments
● Tag/parse the standardized text using tools for the modern language
● “Project” the annotations back to the original text

○ One-to-many standardization (“naoidheug”): adjust tokenization of source text
○ Many-to-one standardization (“ann so”): DB of 750 most common examples + annotations

● Essentially the pipeline used for the corpas.ria.ie site
● But how well does this work?
● We knew this approach was inherently limited

○ Limited by accuracy of the shallow standardizer, which is very good but will never be perfect
○ More importantly, discards grammatical features which have disappeared in standard Irish



Test corpus of pre-standard Irish texts

● 150 sentences, just under 4000 tokens
● 25 sentences from three 20th c. books, one per major dialect: “Older” corpus
● 25 sentences from three very challenging texts: “Oldest” corpus

○ 1602 Irish New Testament
○ Foras Feasa ar Éirinn (1630s)
○ Cín Lae Amhlaoibh (1820s)

● Manually tagged/parsed following the Universal Dependencies guidelines
● https://github.com/UniversalDependencies/UD_Irish-Cadhan/blob/dev/ga_cadhan-ud-test.conllu 

https://github.com/UniversalDependencies/UD_Irish-Cadhan/blob/dev/ga_cadhan-ud-test.conllu


Results (unlabeled attachment)

Model Standard Irish Older (1900-1950) Oldest (1600-1900)

UD 81.8 77.6 61.2

Standardize+Project 81.1 84.8 73.0

UD+Silver training 82.0 84.0 70.6



Observations

● Modern taggers/parsers perform poorly on older texts
● Traditional pipeline using the standardizer gives good results
● But, promising results w/o gold training and w/o using the standardizer directly
● With enough gold training data, we can eliminate the standardizer



Thank you! / Go raibh maith agaibh!

● https://cadhan.com/ 
● https://github.com/kscanne/ 

https://cadhan.com/
https://github.com/kscanne/

